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Abstract

The design and test of planar integrated circuits for the transmission and

reception of microwave power are described. The circuits consist of MESFET

transistor oscillators incorporating periodic microstrip antennas to form transmitters and

transceivers. The nature of the periodic antennas allows their use as both resonant and

radiating elements in the oscillator design, resulting in a simple and inexpensive circuit.

The transmitter and transceiver circuits described here may be divided into two types:

single device and dual device. The single device circuits use a single MESFET

oscillating into a periodic microstrip patch antenna. The dual device circuits use two

MESFETs which oscillate into a coupled rampart line microstrip antenna. In the dual

device circuit, the FETs may oscillate out of phase for power combining or in phase for

frequency doubling. The transmitter circuits generate a beam of RF energy which

radiates normal to the planar circuit surface. The transceiver circuits operate in a similar

fashion, except that in this case, the antenna also acts to receive RF energy and direct it

back to the oscillating MESFET. The MESFET then functions as a self-osclrating

mixer for down-conversion of the received signal to the IF frequency. The low

frequency IF is thtn extracted using a transformer.

Prototype circuits which operate at x-band are described and test results are

given. The performance of the transmitters and transceivers is characterized using

isotropic conversion gain, which accounts for the performance of the complete system,

without breaking it into its sub-components. For the transmitter circuits, isotropic

conversion gains from 5 - 9 dB are reported. For the transceiver circuits, the isotropic
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receiver gain is highly dependent on IF frequency and bias level, with a values above 5

dB reported. The use of the transceiver circuits for Doppler motion detection modules

is also reported, and qualitative results are given.
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CHAPTER 1: INTRODUCTION

In many microwave and millimeter-wave applications, it is advantageous to

construct single components which perform several different functions, such as

mixing, amplification, and signal detection. One example of this approach is the

common CW Doppler radar module in which a single Gunn diode cavity oscillator

serves to generate the transmitted signal and also to down convert the received Doppler-

shifted signal [1]. Other examples of this approach are the so-called "quasi-optical"

components, unique to millimeter wave work [2-5], which we will now describe.

At millimeter-wave frequencies, (which we can consider here to be frequencies

in the range of 30 to 3000 GHz), the transmission of signals along conventional

structures such as hollow waveguides or microstrip transmission lines may be

impractical due to high loss. One way to solve this problem is by integrating antennas

with each component in the millimeter-wave system, and therefore replacing the lossy

transmission lines with free-space propagation, which is inherently a lower loss

medium. These types of circuits are referred to as quasi-optical, since techniques

similar to those used in optical systems are applicable, although circuit dimensions are

of the order of only a few wavelengths. Many applications of this technique are

reported in the literature, including quasi-optical mixers, transmitters, and frequency

multiplying power combiners [6- 101.

Complete systems using these techniques have also been reported [111.

In this work we describe the design and performance of MESFET based

oscillator and transceiver circuits in which the resonant element in the oscillator

performs a dual function as an antenna. In particular, the resonant element is a periodic

1



microstrip structure operated in the so-called "leaky-wave stop-band." In this

configuration. the periodic structure will reflect a large portion of the input signal back

towards the feed, while simultaneously radiating in the broadside direction. In this

way, the oscillator and radiator functions are combined, and the resulting circuit may be

termed a quasi-optical transmitter. This approach was inspired by the earlier work of

Song and Itoh [12], in which the active device was a Gunn diode and the guiding

structure was-a periodically notched dielectric waveguide.

Three separate designs are reported here. In the first type, the periodic structure

consists of a microstrip patch linear array, which is excited by a single FET. In the

remaining two designs, the periodic structure consists of two coupled rampart line

arrays, which are excited by two FETs. In this configuration, the performance of the

circuit is determined by the phase of the oscillation of the two FETs. If the FETs

oscillate in the odd mode, power is extracted at the fundamental frequency. If the FETs

oscillate in the even mode, the power is extracted at the second harmonic frequency.

The transceiver circuits described here are very similar to the oscillators, and

operate in the following way: When a received signal is injected into the oscillating

FET, the FET behaves as a self-oscillating mixer, generating mixing products. Under

the right conditions, the dominant mixing product will occur with a frequency equal to

the difference of the received signal frequency and the oscillation frequency of the FET.

In particular, if the received signal is a Doppler shifted version of the transmitted signal.

then the mixing product will be at the Doppler frequency, and the circuit may be used as

a type of radar.

In the second chapter we will describe the leaky-wave antennas using an

idealized model, that of infinitesimal perturbations on a slow wave structure. This

.. .. -- n i / Bi l e~aleR mim • im~i~lilI
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analysis, although approximate, can give insight into the operation of these types of

antennas.

In the third chapter, we describe the approximate small-signal oscillator design

procedure used throughout this dissertation. We also give a very simple model of the

MESFET which is used to show the origin of the negative resistance of the device. In

addition. we derive an approximate formula for the optimum load impedance in terms

of the small signal MESFET S-parameters.

In the fourth chapter, we describe in detail the operation of the single device

oscillator circuit using the periodic patch antenna. We give the design process used and

report on the oscillator performance for three separate oscillator circuits. In this chapter

we introduce the concept of isotropic transmit gain and illustrate its use in comparing

the performance of this type of oscillator circuit.

The fifth chapter focuses on the design and performance of the dual device

modules. The principle of operation of the coupled microstrip rampart line antenna is

given, and a procedure for its analysis is outlined. The application of this antenna to

the push-push and push-pull oscillator circuits is detailed. Results for both types of

circuits are given.

In the sixth chapter we describe the transceiver modules. The transceivers are

of both single device and push-pull type. The single device transceiver uses the same

antenna for both transmit and receive, with the received signal injected back into the

drain of the FET. The dual device transceiver uses a separate receive antenna for

injection of the received signal into the gate of the FETs. The low frequency IF signal

is extracted using an IF transformer. The isotropic transmit and receive gains are
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measured at an IF frequency of 5 - 15 GHz. The transceivers are then tested

qualitatively for their application to Doppler motion detection purposes.

Conclusions are given in the seventh chapter, and applications for these circuits

are given.



CHAPTER 2: PERIODIC STRUCTURES AND FLOQUET'S THEOREM

Each of the circuits described in this paper contain "almost periodic" structures

as the resonant and radiating elements. The term "almost periodic" in this dissertation

is taken to mean that the parameter of interest, the impedance, for each of the structures

varies with a given period, but that the variation from period to period is not a constant.

For example, in the case of the periodic rnicrostrip patch array, the patch elements are

each one half wavelength long (at the desired operating frequency), and the intervening

sections are each one half wavelength long, but the impedance of the individual patch

elements is not equal.

Although these structures are not strictly periodic, we main obtain insight into

their operation by considering the propagation of waves along periodic guiding

structures. An excellent description of this phenomenon is given in [ 13]; the remainder

of this chapter follows this reference closely.

The description of guided waves travelling along an axially periodic structure is

based on Floquet's theorem [ 13]. With the direction of propagation given as z,

Floquet's theorem as it applies to our problem may be stated as follows: A time-

harmonic electromagnetic field i(x,y,z) of a normal mode guided along a structure

which is periodic in the z-direction posses the property:

xV(x,y,z+d) = ejkzod(x,y,z) (2.1)

Note that the electromagnetic field itself is not periodic. However, if we define the

vector periodic function P(x.y,z) in tne following way:

5
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P(x,y,z+d) = P(x,y,z),

we may express the electromagnetic field as

XV(x,y,z) = ejkzozp(x,yz) (2.2)

Equations (2. 1) and (2.2) state that the complex field distribution of a periodic structure

remains unchanged with translation of a distance d along the z direction, but that the

amplitude is multiplied by a factor of ejkzod. The periodic function P(x,y,z) describes

the local field structure within each period.

Since P(x,y,z) is periodic with period d, we may expand it in a Fourier series as

P(x,y,z)= X an(x.y)ej(2nn/d).

n

when this expression is substituted into (2.2) we get

n
iV(x,y,z)= X an(xy)ej k

n -(2.3)

where

kzn =k 7 o + 2nir/d n=+ 1, + 2...
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The expression in (2.3) is known as the spatial harmonic expansion, and the individual

terms an(x,y)eJkznz are referred to as the spatial harmonics. Each of the spatial

harmonics represents a travelling wave with a propagation constant of kzn, and an

amplitude given by an(x,y).

Although equation (2.3) appears similar to a conventional modal expansion for

a waveguide, the two are quite different. In contrast with higher-order waveguide

modes, the spatial harmonics do not individually satisfy the boundary conditions on the

guide. Also, in a waveguide, the higher order modes are evanescent, while all of the

spatial harmonics in (2.3) are unattenuated if kzO is real.

The spatial harmonic representation lends itself to interpretation using the kod-

3d diagram. This type of diagram is a graphical display of the dispersion relation of the

guide. In Figure 2.1 we display the k0d-1d diagram for the case of the periodically

loaded, basically slow TEM structure in the limit of infinitesimal perturbation. Since

the perturbation is infinitesimal, the individual dispersion curves are altered

infinitesimally from the unperturbed case. Each of the lines in Figure 2.1 correspond to

a spatial harmonic; the lines with positive slope indicate a forward traveling spatial

harmonic, and negative slope indicates propagation in the backward direction.

The kod-1d plane is divided into two regions along the dashed lines at kod = +

Pd. The region above these lines is referred to as the fast wave region, since in this

region k0 > 3. Below these lines, k0 < 3, and the spatial harmonics in this area

represent bound waves. This is referred to as the slow wave region.

Let us examine a dispersion curve in Figure 2.1 for a particular spatial

harmonic, say that for the backward wave with n = -1. For low frequencies. the curve

lies in the slow wave region of the kod-d diagram, and the spatial harmonic is bound.
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kod

Fast wave region

A n=-n1 Slow wave region

Slow wave region .<l _ n-0

- 22t- 2zr

Figure 2.1 The k od- Pd diagram for the case of infinitesimal perturbations
on a basically slow, TEM guiding structure.
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As the frequency increases from zero, we approach the boundary of the fast wave

region. When the line k=P is reached, radiation from the open structure appears in the

end-fire direction. As the frequency is increased further, the radiation sweeps around

from end-fire towards broadside, with the radiation perpendicular to the axis of the

guide when the point labeled A is reached. as the frequency is increased further, the

radiation passes into the end-fire region, and finally reaches backfire at the point B.

Another feature which is apparent from Figure 2.1 is the degeneracy of the

solutions. For this reason, the fundamental wave number may only be specified to

within an integer multiple of 21t/d.

The form of the dispersion curves for the same structure in the case of increased

perturbation may be determined by applying the "mode coupling principle"[ 13]. Figure

2.2 shows one-half of the kod-Pd diagram for the same structure, except that the

loading has now been increased and mode coupling has occurred at the points where

the curves in Figure 2.1 have overlapped. In these regions, coupling between the

forward and backward traveling spatial harmonics creates stop-bands, such as the two

indicated by the points A and B.

As we increase the frequency from zero, the first stop-band encountered is that

at A, due to the interaction of the n = -1 and n = 0 terms. In this case, all of the spatial

harmonics exist in the slow wave region; therefore this stop-band is known as the

surface wave stop-band.

As the frequency continues to increase, the next stop-band to be encountered is

that at the pcint B, at approximately twice the frequency as the surface wave stop-band.

This stop-band is due to the interaction of the n--0 and n=-2 spatial harmonics.

Although this interaction occurs in the slow wave region of the diagram, at the same
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kod Fast wave region

2t Tnn=2 Slow wave region

-~n=O

n=

~Pd

IT 2nt 3iT

Figure 2.2 The k Od- PJ diagram for a basically slow, TEM guiding structure
showing coupling between spatial harmonics.
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time the n= I and n=- 1 spatial harmonics have entered the fast wave region of the

diagram, and radiate in the broadside direction. This is the leaky-wave stop-band, and

it is in this region that we are interested in operating.

The above description of periodic structures strictly applies only to TEM waves

on infinite periodic basically slow structures. No account was taken of higher order

modes, for example. Additionally, as is shown below, in the presence of certain

symmetries, some of the stop-bands will not be present; more information on this

phenomenon is given in [14].

One of the cases where the symmetry of the structure eliminates certain stop-

bands is examined here. Consider the periodic transmission line shown in Figure 2.3,

which consists of alternating sections of ideal lossless TEM transmission line. The

transmission line sections alternate in lengths between IA and lB so that the length of

one period is I = IA + lB. The impedance of the sections of length IA is denoted ZA and

that of sections of length lB denoted ZB. In addition, we require that the electrical

lengths of the sections are equal, that is PAIA = 3BIB. Here we disregard any parasitic

reactances due to possible discontinuities at the junctures of the lines. Although this

example is somewhat artificial, it explains an effect seen later with the periodic patch

array.

By Floquet's theorem (2.1) we may write for the voltage and current on the line

V(x+l) = e-iYv(x)

I(x+l) = e'iY1I(x)
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ZA'r aI BI

A B

Figure 2.3 A periodic TEM transmission line with alternate sections
of equal electrical length.
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where y represents the unknown phase constant of the periodic structure and the

negative sign in the exponential indicates a positive traveling wave. These relations

may be expressed using the ABCD matrix for the unit cell as

[n [Au BI VnI] I In+1 (2.4)

where the subscript u indicates the unit cell.

The ABCD matrix for the unit cell which consists of the two lengths of line may be

written as the product of the ABCD matrices for each individual length of line:

CABu AA BA AB B, ' COSPA1A jZAsin5,Al 4  cOsP3Bl' jZBsinPBIB
I ~ u CA DA jtCB DB j *Sfll " o~AA OP

A i7B

COSP3 AIACOSI3 B1B- ZAsinPA1ASinPB1B jZAsinPAIACOSlB +jZBcosPAIAsin 3 B1B
ZB• " ZB

AsiZnA1ACOS3 BIB + -COSI3 A1AsinP3BlB COSI3AIACOSI3 BB - -Asin'AIAsinI3 B1B

Substituting this into Equation (2.4) gives an eigenvalue equation for the propagation

constant y:

(AABA 1FJ A~ 0 Vn 1
CA DAJ _[L 0 e' A+B) ) In = 0



14

A unique solution exists when the determinant of the matrix in parentheses is zero:

[AABA e 0 yulg-I.)] =e -B +C u

CADA][ 0 o ,+l ) D

For a reciprocal network, AD-BC = 1, which gives:

coshyl A+D u = COSAACOSB1B - + sin Z 1 Alin 3BIB
2 A (2.5)

This is the dispersion relation for.the periodic structure. When the expression on the

right hand side is less than one, y is imaginary, indicating a pass-band. Stop-bands

occur when the expression on the right is greater than one. If we substitute 3AIA =

f 3 1B, we get:

coshyl = cos2A' A - + sin2,lA
2Z (2.6)

This term multiplying sin 2 PA1A is always greater than one if ZA * ZB. Therefore, at

the points where PAIA = (2n-1)it/2 we will have stop-bands. However, at PAIA = nit,

in this case, we will not observe stop-bands. Therefore we will not see the leaky-wave

stop-band described above, since this occurs where 3AIA = t. However, this analysis

does no take into account any discontinuity effects. We will consider this further when

we discuss the microstrip periodic patch array.
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Next, we examine the case shown in Figure 2.4 where the period is the same,

but now one of the transmission line sections is three times longer than the other. An

analysis similar to that given above shows that in this case, every fourth stop-band will

be absent. Therefore, in this instance, the leaky-wave stop-band will be present.

In this chapter we have attempted to provide insight into the operation of the

periodic antenna. We have described the radiation properties and demonstrated the

existence of the stop-bands. However, as mentioned above, the structures used in our

circuits are not strictly periodic. Therefore, although the above discussion can provide

insight into the operation of the antennas, we will be required to use other approaches

in the actual antenna design to determine the input reflection coefficient and the detailed

radiation pattern. We will return to the analysis of the actual radiating structures later.
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CHAPTER 3: OSCILLATOR DESIGN

The analysis and design of oscillator circuits may be undertaken using either of the

following equivalent models shown in Figure 3.1: the loop feedback approach. or the

negative resistance approach. The latter approach is most often used in the design of

microwave oscillators.

The fundamental concepts in the design of microwave negative resistance

oscillators have been described by Kurokawa [15,161. In his approach, it is assumed

that the impedance around the loop in the oscillator circuit may be divided into two

parts: that which is a function only of the amplitude of the oscillation, Z(A), and that

portion which is dependent only on the frequency of oscillation, Z(W). The amplitude

dependent portion has a negative real part, which accounts for the power generation.

The locus of points of Z(A) when plotted on the complex impedance plane is referred to

as the device line, and the locus of Z(co) is referred to as the impedance line. The point

of intersection of the two lines determines the amplitude and frequency of oscillation.

At this point the oscillation condition is described by:

Z(Ao) + Z( o) = 0 (3.1)

where

Z(A) = R(A) + jX(A) R(A) < 0

and Z(o) = R(Co) + jX(w)

17
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a) AB=-1

b) Z(co)=-Z(A)

Figure 3.1 Two approaches to the oscillator problem: a) feedback
approach, b) negative resistance approach.
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and the subscript 0 indicates that the oscillation condition is satisfied. This indicates

that in the steady-state, the real part of the device impedance is exactly balanced by that

of the resonator, and similarly for the imaginary part. While this condition obtains at

steady-state, it does not indicate what conditions on the device and the resonant

structure provide stable operation at the point at which maximum power is extracted

from the device. Determination of these properties requires detailed knowledge of the

non-linear parameters of the device [17,18); we will return to this shortly.

In order to facilitate the design procedure, it is convenient to express the

oscillation condition given in (3.1) in a different form. We may express the reflection

coefficients of the active device and the load as

- R+jX-Zo

R +jX + Zo

and

R +jX - Zo
R +jX + Zo

where Z0 is the characteristic impedance of the system. Taking the product of F and r

gives:

- R +jX - Zo  R +jX - Zo
R +jX+Z o  R+jX+Z 0

If we substitute the condition for oscillation of equation (3. 1),

R(A) ="R(c) and X(A) =-X(%°)
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we gret
wR(o) - jX(Oo) - Zo R(( o ) + jX(o) - Zo

fi-= x
- R(oO - jX(oo) + Z0  R(c o ) + jX() O) + Z0

The numerator of the second term is equal to -I times the denominator of the first term,

and vice-versa. Thus an expression equivalent to (3.1) which indicates the oscillation

condition is given by:

IT = 1 (3.2)

Note that I-and f are complex quantities; (3.2) specifies the magnitude and phase of

their product.

It is appropriate at this point to illustrate that the MESFET, when properly

configured, may be considered as a one-port negative resistance element. To this end

we consider Figure 3.2. This is a simple small signal equivalent circuit for a typical

MESFET [17], which we may use to show the possibility of negative resistance

behavior. By terminating the gate port in a reactance Bg and connecting the source to

ground, we obtain the equivalent circuit shown in Figure 3.3. We may determine the

admittance seen "looking into" the drain by calculating the gate voltage, Vg, in terms of

the drain voltage, Vd,

V - O)Cdg Vd
Bg + COCgs + O)Cdg
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Noting that

Ids= gmVg

and substituting into the current equation at the drain node, we get:

Yd= _d Og mCdg +GdYd=Vd Bg+O)Cgs + Cdg +{Cd B9 +cgs +Cds

+ Ogs +Cdg (3.3)

This shows that, depending on the value of Bg, the admittance at the drain port can

have a negative real part. In addition, since the MESFET has a Schottky Barrier type

gate terminal, Cgs r...- _e varied by adjusting the gate dc bias voltage. This in turn

will affect both th.. magnitude and phase of Yd, and therefore alter both the operating

frequency and output power of the oscillator. In practice, an additional feedback

elezvent may be added in series with the source of the MESFET to further enhance the

negative resistance. Note that no nonlinear elements are used in this approximate

analysis, so that it cannot be used to predict any steady-state behavior of the oscillator.

Nevertheless, we expect the results to be valid for the small signal case.

The design of the oscillators described in this dissertation proceeds using small

signal parameters and linear equivalent circuits with the Touchstoneml microwave CAD

program available from EESof Corporation of Westlake Village, CA.

The design procedure follows, where we assume throughout that the parameters

of the periodic antenna and hence the desired operating frequency have been determined

in advance. The first step is the selection of the transistor. It is desirable to choose a
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transistor with sufficient gain and output power at the intended frequency of operation.

This is determined by examination of the manufacturer's data sheets. For the purpose

of the demonstration of concept desired here, almost any small-signal commercially

available X-band MESFET will suffice.

Secondly, the values of the gate and source terminations for the transistor which

result in negative impedance at the drain port must be determined. Although the

MESFET small signal equivalent circuit from the above derivation may be used for this

purpose, it is more convenient to use the following approach based on the stability of

two-port networks.

For the moment, let us consider the MESFET and its external source

termination as a two-port network with the gate and drain being the ports, as shown in

Figure 3.4. The problem now becomes,in S-parameter representation, the

determination of values of reflection coefficient at the gate port, lg, which will result in

the magnitude of the reflection coefficient at the drain port, S22 to be greater than unity.

It may be shown that the locus of values of Fg that result in S2 = 1, when plotted on

the Smith chart, forms a circle centered at

C(S$22"- D(S I1))
C=

,S22 -1D):

with radius

r S12S211

JIS-212 -11 2
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D
G O 2
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Figure 3.4 Equivalent two-port network for the determination of gate
and source terminating admittances.
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where D = SlIS 22 - S12S2 1 , and the star indicates complex conjugate. This is known

as the output stability circle of the two-port. If the magnitude of S22 of the original

two-port is less than one. the interior of this circle represents an unstable operating

point, which is desired for oscillation. An output stability circle for an NEC-71083

MESFET with the source grounded at 10 GHz appears in Figure 3.5. This plot was

generated using Touchstone".

Now we may proceed with the design. Having selected the MESFET, we use

the S-parameters provided by the manufacturer in the remainder of the design steps.

By attaching to the source terminal a simple circuit element, such as an open- or short-

circuited microstrip line, we may construct the two-port circuit shown in Figure 3.4.

We may plot the output stability circles of this two-port as a function of the parameters

of the circuit attached to the source. We desire to cause the output stability circle to

overlap the Smith chart as shown in Figure 3.6, where we have plotted the stability

circle position as a function of source short circuit stub length for an NEC-71083 with a

short circuit stub on the source.

Once the source circuit has been chosen so that the output stability circle

overlaps some portion of the Smith chart, we choose the gate circuit so that its

admittance falls inside the circle, insuring that the output admittance has a negative real

part. In most cases, the circuit on the gate can be a simple microstrip element also. In

some cases, however, the gate circuit needs to be more complicated. This is because of

the nature of the MESFET and the periodic antenna. Since we wish to operate in the

second stop-band of the antenna, we must avoid oscillation in the first stop-band.

However, the gain of the MESFET increases as the frequency decreases, so that the

device becomes less stable at lower frequencies. The result is in many cases, the device
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will tend towards oscillation at the lowest possible frequency. In order to control this

problem, a low pass filter may be placed on the gate of the device. The low pass filter

must be designed so that the desired oscillation frequency is in its stop-band region.

The phase of the reflection coefficient at this frequency may be adjusted using an

intervening section of nicrostrip line so that it falls within the unstable operation region

defined by the output stability circle. At the same time, it must appear as a nearly

matched termination at frequencies within the surface wave stop-band of the periodic

structure which will be attached at the drain port.

It is also very important in the design of the source and gate circuitry to take into

account the eventual biasing of the transistor. However, since the bias scheme is

different for each of the circuits considered in this dissertation, we will reserve

discussion on this subject for later chapters.

Once the source and gate terminating networks have been chosen, the MESFET

may now be considered to be a one-port negative resistance element, and the design

techniques pertaining to negative resistance oscillators may be used. It was mentioned

above that Equation (3.1) applies to steady-state operation only. The negative

resistance calculated from (3.3) or the TouchstoneTMt model applies only to the very

small oscillation amplitudes which are present at the beginning of the oscillation, and

not to the value which is present once steady-state is reached. To accurately predict the

value of the negative resistance in this case, precise large-signal models or measured

data must be used.

By using an approximate analysis, we may get an idea of how to select the

admittance of the load so that oscillation will commence and reach a steady-state value

where the negative resistance element will deliver maximum power to the load. To
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begin with, we assume that the non-linear negative resistance behavior of the MESFET

may be approximated by a cubic polynomial as shown in Figure 3.7. The dynamic

conductance is given by the derivative of the current with respect to the voltage.

Therefore, if the instantaneous value of the current is given by

I = -atV + a3V3

then the dynamic conductance is

G = - a, + 3a 3V-

For the single frequency case we may calculate the generated power by assuming that

the only voltage present across the negative resistance element is given by

V=f_ Vocoscot

and calculate the power using

p IJ I*V dt

which gives

P = -a jV (, 1- -3 a3 V o  -

where the negative sign indicates that power is being generated.

We may use this expression to define the effective negative conductance as
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Figure 3.7 Cubic approximation of output current as a function
of applied voltage for a negative resistance device.



32

Geff=- a 3 VS2 a, 2

This value is the average conductance that appears in response to an applied voltage of

Vo (rms). If we call the small signal value of the negative conductance Go, we

eliminate one of the unknowns to get

G rrs=GdlI a V )

where a = (3/2)(a3/al), and Go < 0.

In the steady-state we have, from (3.1)

G a(I- a V2) -GL (3.4)

% here GL is the conductance of the load. hence the power emanating from the negative

resistance becomes

P=- GLV2 = Go (1 _ eV 2)V2  (3.5)

Taking the derivative of this expression with respect to V and setting the result equal to

zero gives Vm. the value of V for which the output power is maximized:

V -I

mnun = 72 lll Z 1
m
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If we substitute this value into (3.4), we get

1
GL= G~l (3.6)

Therefore, using this approximate method, we predict that the optimum power output is

achieved when the output circuit conductance is set to one-half of the small-signal value

of negative conductance of the active device. Furthermore, if we solve (3.4) for V2 and

substitute into (3.5) we get

This expression is quadratic in GL, with the expected maximum at GL = lG0/2t, but

most importantly the first derivative with respect to GL is equal to zero at the maximum,

which indicates that the value for GL is not critical.

Based upon the above approximate analysis, it is determined that, at the design

frequency, the small signal negative admittance of the MESFET circuit as predicted by

TouchstoneTM, and the input admittance of the antenna should be in the relation given by

(3.6). Using Touchstone TM, we may adjust the length of the short circuit stub on the

gate of the MESFET to cause this to take place.

At this point, then, we have determined the values for the gate and source

terminations of the MESFET so that the admittance of the drain port obeys the

following "start-up" conditions:

GL = IG(/21 and BL = -BO
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The final step in the design of the oscillator circuit is ensuring that the oscillation

condition is only satisfied at the design frequency. With Touchstone ,' we may form

the product of the S-parameters of two independent networks, as long as they have the

same number of ports. Using this feature, we may compute the product given in

equation (3.2) and plot the result as a function of frequency on the Smith chart.

Wherever the locus encircles the point (1,0), corresponding to open circuit conditions,

a possible oscillation is indicated. Using this method, the gate and source terminations

may be adjusted so as to eliminate any possibility of the circuit oscillating at any point

other than the desired one, paying special attention to the surface wave stop-band.

It is necessary to mention that the actual design flow is not as linear as may be

imagined from the above description. In reality, it is often determined part way through

the process that the particular topology being used is not adequate, for example, or that

the given antenna is not adequate for the job. In these cases, the designer may make

adjustments as the design dictates.



CHAPTER 4: THE SINGLE DEVICE OSCILLATOR

The single device oscillator is constructed using a periodic microstrip patch

array as shown in Figure 4. 1. This antenna consists of microstrip patches of varying

width of length Xp/2 separated by sections of 50 ohm line of length Xm/2, where Xp is

the guide wavelength in the patch and km is the guide wavelength in the 50 ohm

microstrip line, at the desired operating frequency. The structure is terminated in a 50

ohm resistor.

The radiation from the individual patch elements may be explained using the

cavity model developed by Lo, et. al. [201. In this model, the rectangular microstrip

patch is modeled as a thin cavity with perfectly conducting surfaces replacing the top

metallization and ground plane, and a magnetic wall around the periphery. It is

assumed that there is no field variation in the direction normal to the patch, (d/dz = 0).

This is justified by noting that, for thin substrates, the fields are largely confined to the

region under the patch, and nearly zero elsewhere. In addition, the length and width of

the patch may be replaced by the effective dimensions to take into account the presence

of the fringing fields [211. The fields in the cavity due to excitation from the microstrip

feed may then be represented by an expansion in terms of the cavity modes, which may

be seen to correspond to the TM modes for a rectangular waveguide. At the frequency

where the length of the patch is near to Xp/2, we expect that the amplitude of the TM 10

mode to be dominant.

The radiation due to the fields under the patch is calculated by applying

Huygens' principle to the outer surface of the cavity and neglecting the electric currents.

The Huygens' sources on the magnetic wall are then given by
35
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S= 2'nlx zEz

where K represents the magnetic current on the magnetic wall. _n is the outward normal

to the wall, and the factor of two accounts for the image in the ground plane. The

radiated fields are then found by integrating over these magnetic currents in free space.

For the TMIO case, the magnetic currents at the opposite ends of the patch are oriented

in the same direction, while those along the sides of the patch will oppose each other.

Thus, the E-plane is along the length of the patch. The antenna admittance is then

found by summing the purely reactive admittance of the lossless cavity and the real

radiation admittance which is determined by integration over the far field. Note that this

approach does not take into account the generation of surface waves in the substrate.

However, it has been determined that for substrate material with er - 10, the surface

wave excitation will become appreciable only when the dielectric thickness is greater

than 0.03X,0 [221. We will operate below this limit.

By concatenating several of these patches into an array with interconnects made

by use of microstrip lines of length Xm/ 2, we create an antenna which exhibits a

maximum in the broadside direction. In addition, although it is a periodic structure, the

arguments of Chapter Two would have us believe that there will not be any stop-band

at this operating point, since the electrical length of each section is 7C. In fact, the stop-

band does exist, and it is due to the discontinuities at the junctions between the patches

and the feed lines. It is this stop-band that forms the basis for our oscillator circuit.

The discontinuities introduced at the junctions may be analyzed using the planar

waveguide model [23,24], which does not take into account radiation. Sorrentino and
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Pileri have demonstrated an alternative approach to account for the radiation loss [251.

For our purposes, one alternative is to proceed using a model which does not account

for radiation to establish the voltage on the structure. Having determined the voltage at

each step, we may then calculate the radiation using Huygens' principle as described

above.

The model used in Touchstoneh for the microstrip step discontinuity is derived

from the planar waveguide model, which results in the equivalent circuit shown in

Figure 4.2. If the radiation loss were included, it would appear as the resistance Rrad

shown in the dashed lines, however, this is not included in the Touchstoneml model.

The voltage at each radiating step is found from the computer model by forming the

equivalent circuit for the patch array, including discontinuities, and calculating the

Thevenin equivalents at each step. The input return loss is simultaneously calculated.

Once the voltage at each step is known, the overall radiation pattern for the array

may be calculated by multiplying this value by the radiation pattern for the two

equivalent magnetic currents on either side of the feed, as shown in Figure 4.3.

To determine the validity of the above approach, we can include the resistor

shown in Figure 4.2., by using the approximation for the radiation conductance of the

open-end microstrip given in [261:

2

G r =

90 X0

where we is the width of the microstrip patch and X0 is the free space wavelength. This

expression does not take into account the radiation from the step discontinuity. It has
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Figure 4.2. The equivalent circuit for the microstrip step discontinuity.
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Figure 4.3. The microstrip patch showing equivalent magnetic currents.
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been estimated that the radiated power due to this discontinuity is about one third that of

the patch itself [27]; this should not cause a problem considering the approximate nature

of this analysis. At any rate, when the equivalent circuit for the antenna given by

TouchstoneTM- is modified by adding the above radiation conductances at the step

discontinuities, the effect on the standing wave amplitudes at the radiating

discontinuities is very slight, approximately 2% in the worst case. This demonstrates

that the voltage distribution along the antenna is primarily due to the reflections from the

discontinuities and is only slightly affected by radiation.

From the above observations it was determined that the best approach for the

design of the oscillator was to use Touchstone'T to model the antenna using the

standard microstrip discontinuity models from [241, and not taking into account

radiation loss. Once an antenna profile which appeared to be satisfactory from the point

of view of a resonant structure was determined using this approach, the antenna

performance could be modeled using the magnetic current approach as described above.

First we concentrate on the design of the patch array as a resonant structure.

From equation (2.5) we see that the band-edges of the first stop-band of the antenna are

determined from the points where

cos- AIA + 4(Z sin PIA = I

for the lowest two values of PA # 0. Since this occurs where PAIA - n/2, we have

Cos 2IA]A - 0. Therefore, the surface-wave stop-band width is primarily determined

by the ratio of ZA to ZB. For the patch army, this ratio will be around 4 or 5 for

efficient radiators. with the impedance of the patches of the order of 10 ohms for a
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substrate height of 0.635 mm and a relative dielectric constant of 10.2. Therefore, we

expect a very broad surface-wave stop-band. This can be a problem, since it may cause

the circuit to oscillate at these undesired frequencies.

Practical design rules for the individual patch elements may be taken from [21].

The first step is determination of the element width using the cavity model described

above. If the patch is too narrow, the width of the radiating apertures is to small, and

the radiated power drops. If the patch is too wide, undesired modes may be excited. A

rule of thumb for the width is:

which is near to a half wavelength.

The length is then calculated from

L c 22A1
2 fr'\'7f

where ceff is the effective dielectric constant for the microstrip of width W, and Al is the

effective length extension for the patch due to fringing fields. Expressions for these

quantities are taken from empirical relations [28]:

4r+ I -I 12h7
Eeff 2 + -*-21 + W 2

2 2iW
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S(eff + 0.3) (w - 0.264)
=0.412-

(Eeff - 0.258) (i+08

where h is the height of the dielectric. Note that this approach does not consider the

effects of the step junction discontinuities on the performance of the patch radiators.

The above design rules were used to create microstrip arrays first using equal

dimension patches along the length of the array. However, for this type of structure, it

was found that the filter characteristics are quite poor, with very large ripple in the pass-

bands, and a pass-band return loss of only about 3 dB. For the oscillator circuit, this

means that it becomes quite difficult to control the frequency, since the oscillation

condition may be satisfied at several different frequencies in this case. It was

determined empirically that the best performance would be obtained by varying the

width of the patch elements, starting with narrower patches at the ends of the array and

gradually widening the patches toward the center of the array, where the middle patches

would be of the size described above. In this case, pass-band response improves on

either side of the stop-band. making the antenna more appropriate as a reflector. In

Figures 4.4 and 4.5, the calculated and measured return loss for a 17 element patch

array are plotted. Rogers Duroid 6010.2 with a relative dielectric constant of 10.2 and

height of 0.635 mm was used. The three centermost patch elements measured 6.35

mm wide by 4.90 mm long. The widths of the remaining patches vary in steps of

0.762 mm from 1.27 mm for the end patches to 5.84 mm near the center.

The synthesis of this type of array structure is complicated. The width of the

patch elements determines not only the voltage pattern along the array, but also the

radiation from each element. This is not the case in the coupled meander line array
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discussed in the next Chapter. In addition, it was discovered that the agreement

between the predicted and actual performance was poor, with the actual performance

being much better than that predicted using the above approach. For this reason, it was

determined that the empirical approach outlined on page 43 was the best choice for the

circuit design.

As mentioned above, the low impedance of the patch elements causes the

surface wave stop-band to be quite broad and generally causes the reflection properties

of the structure to be poor. This may cause problems with oscillation at an unwanted

frequency. To prevent these problems, it is necessary to terminate the gate of the

device in a filter structure. The requirements on the filter are that it furnish a reactive

load to the gate of the FET which falls into the output stability circle at the desired

oscillation frequency. Also, at frequencies above and below the operating frequency,

the reflection coefficient of the filter should move away from the stability circle, and

therefore reduce the magnitude of the negative impedance at the drain. Since in this

case, the reflection coefficient of the broad surface-wave stop-band traverses nearly the

whole periphery of the Smith chart as the frequency is varied, the safest option is to

adjust the gate filter so that no negative resistance is present at the drain of the FET over

this whole frequency range, although this is not necessary in general.

The first approach to the gate filter was to use another periodic structure on the

gate of the device, except with one-half the period of the leaky-wave antenna. This

creates a stop-band at the frequency where it is desired to have oscillation, and pass-

bands elsewhere, specifically at one half of this frequency. By making the structure

long and the impedance steps small, it is possible to create a very narrow stop-band. In

this case, the gate filter becomes the primary frequency selective element in the design.
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The other alternative is to use a low-pass structure on the gate. In this case, the

oscillation frequency is located within the stop-band of the pass filter, and the

frequency of the surface-wave stop-band for the periodic antenna corresponds to the

pass-band of the gate filter.

Both of the approaches described above were tried. The design frequencies for

the prototype circuits were all 10 GHz. This frequency was chosen because of the ease

of construction and the fact that test equipment at this frequency is readily available.

The general circuit topography appears in Figure 4.6. In this circuit, as in all described

in this dissertation, the FET used was a low cost, packaged version of the NEC 71083.

The FET is operated in the self-biasing configuration, which allows the use of a single

dc supply. In this case, the source is connected through a resistor to ground, which

primarily determines the drain current. The gate is grounded, and the voltage applied tc

the drain then determines Vds.

Figures 4.7 through 4.9 show the radiation patterns for three circuits. The

results shown in Figure 4.7 are for a circuit with a 16 element patch array antenna and a

15 element band-stop filter on the gate, Figure 4.8 for a 12 element antenna and a 7

element band-stop filter on the gate, and in Figure 4.9 for a 17 element antenna and a 3

element low-pass filter on the gate. All of the radiation patterns were measured using a

compact test range and a Narda x-band standard gain horn coupled to an Anritsu

microwave power meter. The oscillation frequencies for the circuits were 9.66 GHz,

9.87 GHz, and 9.54 GHz, respectively. These values were all within 5% of the design

frequency of 10 GHz.

The overall lengths of the circuits were 25, 17, and 20 cm respectively. In the

circuits with the band-stop filters on the gates, the antenna comprised only slightly
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Figure 4.7 Radiation patterns for the single device
oscillator circuit with a 16 element patch
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more than 50 % of the overall length of the circuit, while the circuit with the more

compact low-pass filter on the gate had the antenna measuring more than 90% of its

total length. A photograph of the latter circuit appears in Figure 4.10.

The tuning of the circuits was not difficult, indeed, oscillation took place

immediately for each of the circuits tested. The main adjustment on the circuits was

trimming of the source feedback stub. It was found early on that radiation from this

microstrip open circuit could significantly affect the overall pattern for the oscillator.

The circuit adjustment therefore amounted to trimming this stub so that the radiation

was minimized while still maintaining oscillation at the desired frequency. Fortunately,

the nature of the soft substrate is such that the copper metallization may be easily added

and removed from the stub.

It is difficult to separate the oscillator circuits described here into separate

generators and antennas for the purpose of determining their performance. For this

reason we examine the performance of the circuit as a whole by defining the isotropic

transmit gain, G Tso, as the ratio of power radiated in a particular direction to that due to

an isotropic source radiating with a strength equal to that of the dc bias supply. This is

exactly similar to the isotropic conversion loss defined in (5]. This quantity is

determined by measuring the received power in the far field due to the oscillator at a

given bias condition, and comparing the result with the received power due to a

standard gain horn driven with a known excitation level. The test setup is shown

schematically in Figure 4.11. We may write the following expressions for the two

received powers, where all quantities are expressed in decibels:

Po = Pdc + GTso + K

. . . . = - = - .=,n.n .w,,,== ,,m w nnunnum nmn • -ISO-



53

m m nm ma mi _,

/

Figure 4.10 Photograph of the oscillator circuit with the low-pass gate filter.
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Figure 4.1 1. Schematic diagram of the test setup
for the determination of isotropic
transmit gain.
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Psgh = Pi + Gsgh + K

where Po is the received power due to the oscillator, Pdc is the dc power used by the

oscillator circuit, (computed by measuring the drain to source voltage Vds, and

multiplying by the drain current, Id ), Psgh is the received power due to the standard

gain horn, Pi is the power input to the standard gain horn, Gsgh is the gain of the

horn, and K is a constant associated with the test setup which includes the path loss and

the properties of the receiving antenna and the power meter. We take the difference of

the two equations and re-arrange the terms to arrive at:

GTo= Po - Psgh - Pdc + Pi + Gsgh

where all of the terms on the right hand side are known. The isotropic transmitter

efficiency may be related to the effective radiated power (ERP) in decibels by:

ERP = G1 0 + Pdc

The isotropic transmitter gain is therefore a measure of how well the circuit converts the

input dc power and delivers it to a target. The measured GTo for the three circuits

described above are 7 dB, 2.5 dB and 9 dB, respectively.

The simple model of the FET given in Chapter Three indicated that the

oscillation frequency and output power of the oscillator circuit may be varied by

varying the gate voltage and thereby changing the value of the Schottky capacitor Cgs.
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To determine the extent of the tuning range available and its linearity, the gate voltage

was varied relative to the source and drain of the FET by leaving the gate grounded and

varying the source resistance and supply voltage. The frequency and output power

were measured using a Tektronix 492 AP spectrum analyzer using a horn antenna in the

near field. This setup gives relative output power variations only. The broadest tuning

range was given by the oscillator circuit with the low-pass filter on the gate, probably

because of the lower Q of its gate circuit compared to the band-stop filter configuration.

Tuning range and relative output power for the circuit with the low-pass gate filter is

shown in Figure 4.12. The broad linear tuning range (- 40 MHz) for the latter circuit

indicate that this circuit is capable of good frequency modulation.
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Figure 4.12 Tuning range and relative output power

for the oscillator with the low-pass gate
filter and 17 element antenna.



CHAPTER 5: THE DUAL DEVICE OSCILLATOR

The dual device oscillator is similar in principle to the single device oscillator

described in the previous chapter, except that in this case the resonant antenna has two

input ports to provide connections for two active negative resistance devices. The

oscillator circuit is symmetrical, meaning that its operation can be analyzed in terms of

even and odd modes of oscillation. By proper design of the antenna, the circuit may be

forced to oscillate in one or the other of these modes. Operation in the odd mode, with

the FETs oscillating 180 degrees out of phase is referred to here as push-pull. In this

case, the output powers of the devices are added at the fundamental frequency. In the

even mode, where the FETs oscillate in phase, the operation is referred to as push-push.

In this case, the radiated power of the devices cancels at the fundamental frequency, but

adds at the second harmonic. This is useful for generation of power at frequencies

higher than may be easily achieved using one device.

The operation of the circuit in the manner described above is dependent on the

structure of the microstrip antenna. The type of antenna which is used in our circuits is

the coupled rampart line antenna.

The single rampart line antenna, which was first described by Hall [291, is

shown in Figure 5.1 a). This antenna consists of straight sections of microstrip line

connected by mitered bends. We use the planar waveguide model to illustrate the

radiation mechanism of this structure; this is essentially the same technique as the cavity

model used in the previous chapter for analysis of the microstrip patch radiator. Figure

5.1 b) shows the equivalent planar waveguide formed by placing magnetic walls along

the edges of the microstrip line. K denotes the value of the equivalent magnetic current

58
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in

a)

b)

Figure 5.1. The microstrip rampart line antenna: a) plan view; b) planar
waveguide model showing equivalent magnetic currents.
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flowing on the magnetic walls required to support the TEM fields of the guide. The

magnetic currents flow in opposite directions along the edges of the microstrip. Since

the line is generally much narrower than the free space wavelength, this model indicates

that the radiation due to the straight sections of microstrip will be nearly zero for a range

of frequencies in the vicinity of broadside, with a null at exactly broadside. For the

mitered bends, however, the magnetic current on the outside is unopposed, so that there

will be net radiation from this region. If the lengths of transmission line between the

mitered bends is adjusted properly, the overall radiation from the structure may be varied

among many options [29]. In particular, if the section is kn/4, the radiation is polarized

with the E-plane perpendicular to the axis of the antenna, while if the section length is

Xm/ 2, the radiation is polarized parallel to the axis of the antenna.

The coupled rampart line antenna is shown in Figure 5.2. The circuit is formed

by placing two rampart line antennas side by side so that the adjacent sections are

coupled as shown in the figure. Neglecting for the moment the coupling between the

antennas, we may analyze this structure using the same technique given in the previous

paragraph. For our approximate analysis, we assume that the voltage at all comers are

equal, and we calculate the contribution of the fringing field from each of the bends in a

single cell to the total field at broadside.

First we perform the analysis for the case of the straight line sections with length

Xm/4 with even and odd excitation. In the broadside direction, the fields due to each of

the mitered bends for one cell of the periodic structure are shown in Figure 5.3. We see

that the total field for the antenna is zero for the even excitation, and it is polarized

perpendicularly to the axis of the antenna for the odd excitation. In the even case, the
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Coupled Section

Figure 5.2 The coupled microstrip rampart line antenna.
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" 5

k/4

Figure 5.3 The coupled microstrip rampart line antenna with odd excitation.

bend no. even mode odd mode
A A A A
-x+y -x+v

• A .- A .A A
jx-Jy JX-Jy
A A A A
x+y x+y

4•A.A .A.A
-Jx-Jy -ix-Jy

AA A A
-x-y x+y
A AA A-A6jx+jy -ix- Y

x-y -x+y

8 A .A

total 0 (4-4j)A

Table 5.1 Net magnetic current for the antenna of Figure 5.3.
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radiation is null in the broadside direction. Note that we assume the length of the

mitered bends to be negligible in this analysis.

Figure 5.4 shows a similar antenna, except that the distance between the mitered

bends is now Xn/2. In this case, we see that the even mode will radiate to broadside,

while the odd mode is cancelled.

To determine the implications of the above analysis, we may imagine a coupled

rampart line antenna where the lengths of the straight sections are Xrm4 at a given

frequency fo. If we apply a signal to the inputs of this antenna which consists of a

fundamental component at f0 plus a second harmonic at 2 f0 , then the odd mode portion

at the fundamental will be radiated to broadside polarized perpendicular to the axis of the

antenna, while the even mode portion of the second harmonic component will be

radiated in the broadside direction with the opposite polarization. This means that if we

can cause two FETs connected to the inputs of the antenna to oscillate in the odd mode,

the signal will be radiated in the broadside direction, polarized perpendicular to the axis

of the antenna, while if the FETs are caused to radiate in the even mode with sufficient

second harmonic, then the second harmonic will be radiated, polarized parallel to the

antenna axis, and the fundamental suppressed.

One way to cause the FETs to oscillate in the desired mode is to cause the

rampart line antenna, which is a periodic structure, to exhibit stop-bands in the desired

mode, and to behave as a termination in the opposite mode. In this way, feedback is

applied to the FETs only in the desired mode, which will allow oscillation to occur in

this mode only. The way to achieve this is by adjustment of the coupled sections, which

we now examine.
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4 
y

1 5

X/2

Figure 5.4 The coupled microstrip rampart line antenna with even excitation.

bend no. even mode odd mode
A A A A-x+v -x+v
A A A A-x+y -x+y

A A AA
-x-y -x-y

4A A AA
-x-y -x-y
AA A A

-x-y +x+yA_ A + A

x-y +x y

A A AA
-x+y +x-y

A A AA8-x+y +x-y

-Atotal -8x 0

Table 5.2 Net magnetic current for the antenna of Figure 5.4.
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A cross-sectional view of a pair of coupled microstrip lines appears in Figure

5.5, where the electric field lines are shown for the even and odd mode cases. In the

even mode case, the voltage waves on the lines are in phase. In this case, the field lines

occupy more free space. Therefore, the fringing capacitance of the individual lines is

lowered and the inductance is increased, causing the characteristic impedance for this

condition to be greater than that for the single microstrip line with the same dimensions.

In the odd mode, the field lines are more concentrated in the dielectric, and hence the

fringing capacitance is increased, while the inductance is lowered. In this case, then, the

characteristic impedance of the structure is lowered relative to the single strip case. The

characteristic impedance for the even mode case is denoted by Zoe, while that for the odd

mode case is denoted Zo. In addition to the effect on the impedance of the coupled

section, the coupling between the lines has a second order effect on the propagation

constant which we do not consider here.

In order to calculate accurate values for Zoe and Zo, it is necessary to examine

the detailed behavior of the fields. This may be done using quasi-static techniques for

low frequencies as in [30]. For a more accurate analysis, full wave methods must be

employed [31]. The calculations of even and odd mode impedance used in this paper

were performed using the LinecalcTM( transmission line calculator program available from

EEsof, Inc. of Westlake Village, CA. Their models are taken from the closed form

expressions given in [32], which are based on full wave techniques.

For a given substrate thickness and dielectric constant, the characteristics of the

coupled section may be specified by any one of the following pairs of constants: the

width and spacing of the lines, the even and odd mode impedances, Zoe and Zoo, and

the coupling coefficient C and characteristic impedance ZO. The latter two constants are:
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a)

b)

Figure 5.5 Field distribtuion for a pair of coupled microstrip lines:
a) odd mode, b) even mode.
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C = ZOO --Zoe and Z0Zoo + Zoe

The definitions for the latter two constants come from the analysis of the coupled

quarter-wavelength microstrip lines as a four port device: When all of the ports are

terminated with an impedance of ZO, and a one volt excitation is applied at one of the

ports will cause a voltage of magnitude C to appear at the adjacent port.

The even and odd mode equivalent circuits of the coupled rampart line antenna

appear in Figure 5.6. In this figure, the impedance of the uncoupled sections is labeled

4, to distinguish it from the characteristic impedance of the coupled sections defined

above. It is now apparent that if we construct the coupled sections so that Zoe = 4 and

Zo < Z', then the stop-bands will appear in the odd mode only, whereas if Zoo = 4
and Zoe ZO) obtains, the stop-bands will occur only in the even mode. Also, from the

example of Figure 2.4, we see that in this case, there will be a leaky wave stop-band.

The analysis of this periodic structure is less complicated than that of the periodic

patch array described in the previous chapter. Here the leaky-wave stop-band is due

solely to the impedance variations along the line, and not to the relatively complicated

behavior of the junction parasitics as with the patch .uray. Also the radiation occurs

from the mitered bends, which depend only slightly on the impedance of the coupled

sections. In the patch array, the radii tion resistance of each step discontinuity is

strongly dependent on the impedance of the sections.

The radiation from the structure may be analyzed using the planar waveguide

approach as mentioned above, except now we include the effects of the coupled sections

on the amplitudes of the magnetic currents at each mitered bend. Since the magnetic
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Figure 5.6. Equivalent circuits for the coupled rampart line antenna:
a) even mode, b) odd mode.
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currents at each bend are proportional to the voltages at these points, we need only

determine the voltages along the antenna. Once again, in this analysis we neglect the

radiation from the miters when we establish the voltage along the antenna. The validity

of this approach was determined by creating equivalent models for the antenna with and

without these equivalent resistances using TouchstoneTm. The results of this analysis

indicated that the voltages at the bends were only slightly affected by the inclusion of

these resistances, with the maximum error about five percent at the first node and below

two percent for the remainder of the nodes.

Figure 5.7 shows one half of the antenna connected to a source and a termination

resistor, along with an indexing system for the mitered bends. Here we identify each

mitered bend with a pair of indices, the first indicating a particular unit cell for the

periodic antenna, and the second running from 1 to 4 to indicate one of the four comers

in that cell. The voltages at each bend are determined by making an imaginary cut at that

point and replacing the circuit on both sides of the cut with its Thevenin equivalent. The

equivalent circuit used to determine the voltage at the (n,2) bend, for example is shown

in Figure 5.8.

The Thevenin equivalent impedance ZTH and voltage VTH for a lossless

transmission line of length e with impedance Z0 connected to generator with voltage VS

and internal impedance ZS are given by

ZT- = ZO jZotanO + Zs and VT- jZoVs

jZstanO + Z0 ZssinO - jZ0cos0
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ZTH,(n,2)

iv H,(nt ZL,(n,2)

F~igure 5.8. Equivalent circuit for the determination of the voltage at node (n,2).
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which reduce to

Z-- and VIE -j Zf Vs when 0= /2

and

ZTH ZS and V =- VS when 0 = it.

in this analysis the electrical !.'-h of the bend is absorbed into 0. The evaluation of the

Thevenin equivalents proceeds by starting at the source end for the various generator

impedances and voltages and at the termination of the antenna for the load impedances.

When the equivalent impedances are all expressed in terms of the coupled sections,

expressions for the voltages at the various nodes may be derived. For the case with 0 =

ir/2, we get

n-i

Vn.I = -j D1 ZT 1-[ Zi
i=1

N n-I
vn.2 = -D-' FI z I z-1

i=1 i=1

Vn,3 = "Vn.I

Vn,4 = -Vn,2
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where Zi is the odd-mode impedance of the ith coupled section, ZT is the termination

impedance, Zs is the source impedance, N is the total number of coupled sections, j is

the square root of- 1, and

N

D = Zr Zs +l Zi=1

All impedances are normalized to the impedance of the uncoupled sections. For the case

with 0 = 7r, we get

Vn.m ZT for m = 1,3

ZT + ZS

and

Vnm ZT for m = 2,4Vnm=ZT + Zs

The simple expressions in this case arise from the fact that the leaky-wave stop-band has

now disappeared.

The antenna performance was determined using the above expressions by

assuming the magnetic current at each miter could be modeled as an infinitesimal dipole.

A computer program was written to calculate the pattern for the antenna given the values

of the coupling impedances.

From the point of view of the antenna as a band-stop filter, the design is also

much less difficult than the periodic patch array. Since the antenna may be well modeled

by using sections of ideal transmission line, the synthesis techniques for band-stop filter

design given Park, et. al. [33] may be employed. However, this type of filter design is

not quite appropriate for our problem, since the resulting filter may be over-specified.



74

In the case of our circuit, the filter properties of the antenna are not critical, and a "cut

and try" approach using the CAD tools is more appropriate. Using TouchstoneT-M . the

return loss required of the antenna for optimal oscillator performance is determined as

outlined in Chapter Three. The antenna is the modeled as a concatenation of quarter-

wave sections of ideal transmission line in the desired operating mode, and as a resistive

termination in the opposite mode. By varying the impedance of every fourth section of

line, the necessary VSWR is realized. When the final design is begun. the ideal sections

of line are replaced with the microstrip equivalents connected by the mitered bends.

To handle the design of the dual device circuit using TouchstoneM, the even and

odd equivalent circuits must be separately modeled. This is accomplished by placing

resistors in the circuit model at nodes which lie on the axis of symmetry of the circuit.

In this way, assigning the value r = 0 to these resistors places the circuit in the odd

mode, while assigning a large value, such as r = 109 places the analysis in the even

mode.

The nature of the coupled rampart line antenna is such that the surface-wave

stop-band is not nearly as broad as for the periodic patch array, hence the design of the

gate filter for the dual device oscillator is more relaxed. However, another requirement

in this case is that the circuit not oscillate in the undesired mode. It was discovered that

the use of a simple microstrip stub on the gate of the FETs worked well. In the case of

the circuit designed to oscillate in the odd mode, for example, the gates of the FETs may

be connected together using a section of microstrip line.approximately one half

wavelength long. To prevent oscillations in the even mode, resistor is attached to

ground at the mid point of the line. This does not affect odd mode performance, since

this point is virtual ground in that case.
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The dual device oscillator circuits were fabricated on Rogers Duroid 5880

substrate material with a relative dielectric constant of 2.2 and a thickness of .51 mm.

The design frequency for the prototype circuits was 10 GHz. The lower dielectric

constant material was used in this case to ease the construction of the coupled scctions,

which would require difficult widths and spacings using high dielectric constant

material. This material also caused the circuits to become larger and further ease the

fabrication difficulties.

A schematic diagram for the dual device oscillator circuit appears in Figure 5.9.

Both the push-pull and the push-push oscillators used the same basic layout. with the

dimensions of the coupled sections being the main difference. In both types of

oscillators, a nine coupled section antenna was used, which measured approximately 10

cm in length.

For the push-pull oscillator, the odd mode impedances of the coupled sections

ranged from 35 ohms in the center of the array to 42 ohms for the end sections. This

corresponds to width = 74.7 mils and spacing = 7.3 mils for the centermost section

and width = 69.4 mils and spacing = 27.1 mils for the end sections.

Radiation patterns for the push-pull oscillator appear in Figure 5.10 for the H-

plane and Figure 5.11 for the E-plane, along with the predicted patterns given by the

above analysis. The agreement between predicted and observed patterns for the H-plane

results is reasonable, and suggests that parasitic radiation from the additional circuitry is

only a m inor factor in the overall pattern from the oscillator. The poor agreement

between the predicted and observed data for the E-plane is not unexpected, since the

array is much narrower along this axis, and hence the result depends more on the

element pattern here. Interestingly, our predictions for the cross-polarized component
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Figure 5.9. A schematic diagram of the dual device oscillator circuit.
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Figure 5.10 Calculated and measured H-plane patterns

for the push-pull oscillator.
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Figure 5.1 1 Calculated and measured E-plane patterns
for the push-pull oscillator.
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were much larger than the actual measured results. The model predicted maximum E-

plane cross-polarization lobes to occur at azimuth angles of about ± 40 degrees from

broadside about 9 dB below the main lobe, while the measured results were better than

20 dB down. It should be remembered, in this respect, that we only expect our

predictions to be good in the vicinity of broadside.

It is difficult to determine the power combining efficiency for this structure,

since we cannot construct any single element circuit with which to compare. One

approach is to compare the power in the main beam with that due to the single device

oscillator from before. In this case, we calculate a 140% power combining efficiency.

Since the circuits are quite different, this may not be a valid comparison, especially since

the single device circuit used for comparison was the best performer of the three single

device circuits.

The push-push oscillator has been used for quite some time in the microwave

industry, primarily using bipolar transistors [34]. It is attractive for that application

since it allows the superior low noise performance of bipolar transistors to be extended

to frequencies above x-band. These oscillators generally use varactor diodes, which

greatly enhance the second harmonic generation. In our case we advocate the use of

FETs in the push-push mode in quasi-optical fashion for the generation of microwave

power at frequencies above that normally associated with these types of circuits.

A push-push oscillator was also constructed, in a similar fashion to that of the

push-pull described above. In this case. for a typical nine element antenna. the even

mode impedance of the centermost coupled section was 64 ohms while for the end

sections it was 55 ohms. This corresponds to width = 42 mils and spacing = 10.5
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mils for the centermost section and width = 56.7 mils and spacing = 50 mils for the

end sections.

The circuit oscillated at 9.85 GHz, so that the desired output was observed at

19.7 GHz. The isotropic conversion efficiency and ERP in the broadside direction for

the push-push circuit were measured for the second harmonic, and the results plotted in

Figure 5.12. The radiation patterns for the fundamental and second harmonic are plotted

in Figures 5.13 and 5.14.

It may be seen from these figures that the fundamental power output from the

push-push oscillator is larger that that of the second harmonic. This is a problem

common to push-push oscillators. In standard designs, a filter is added to the output of

the oscillator to eliminate the fundamental. In the quasi-optical approach, a dielectric

grating may be used to separate the fundamental and second harmonic waves.
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Figure 5.12 GTI.. and ERP for the push-push oscillator.
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for the push-pull oscillator.
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CHAPTER 6: TRANSCEIVER CIRCUITS

The transceiver circuits described in this section operate in essentially the same

fashion as the transmitter circuits described in the previous chapters, except the

additional function of reception of microwave energy is incorporated. The received

microwave energy incident on the antenna is channeled back to the oscillating FET

(FETs) where these devices function as self-oscillating mixers for down-conversion of

the received signal. The down-converted signals then are produced at frequencies of

mfreceived ± nfoscillator, and are extracted from the FET, in this case using an IF

transformer. The circuit is therefore an extremely inexpensive microwave transceiver,

which we will show later is acceptable for use as a Doppler motion detection module.

The idea of using self-oscillating mixers in Doppler radar is not new [35,36],

although in the past diode oscillators were most often used. Tajima has reported the

performance of FET self-oscillating mixers [37].and recently a novel application has

been demonstrated [381. To the author's knowledge, this dissertation is the first

application of FET self oscillating mixers to microstrip-based transceiver circuits.

In the circuits described here, the received signal is injected into either the gate or

the drain of the FET(s), and the IF signal is extracted at the drain using an IF

transformer. The transformer is inserted in the drain bias line to pick off the IF signal

without requiring a complicated bias tee arrangement. This approach limits the IF range

to lower frequency ranges.

For efficient conversion of the received signal. it is desirable to operate the FET

in a highly non-linear fashion. For the single device transceiver, it was convenient to

bias the FET so that the operating current was near IDSS. For the dual device

84
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transceiver, the FETs were operated with an open circuit on the gate. In both cases it

was found that the conversion gain was strongly dependent on the bias point.

The single device transceiver circuit appears in Figure 6.1. The circuit tested

was a modified version of the oscillator circuit described in Chapter Four which had a

seven element band-stop filter on the gate and a twelve element patch array antenna. The

circuit was modified by attaching the IF transformer as shown in the figure. The

transformer used was a Mini-CircuitsTMl TI-6T with 3dB cutoff points at 3 kHz and 300

MHz, and an impedance transformation ration of 1:1. Although the low output

impedance of the FET would indicate that some impedance transformation should be

necessary, this transformer gave the best results. This transformer was used for the

purpose of beam pattern measurement only, for Doppler performance assessment. an

audio frequency transformer was used.

The transmit and received patterns are shown in Figure 6.2. The primary

importance of this figure is that it shows that the received power which is responsible

for the IF signal is received by the antenna, and does not leak into the circuit from some

other port, such as the gate of the device. These patterns were measured at an IF

frequency of 6 MHz.
T

Similarly to the isotropic transmit gain, GT. , defined in Chapter Four, .ve define

here an isotropic receive gain, G so, as the ratio of IF power supplied by the transceiver

to that of a hypothetical isotropic receiver with 100% RF-IF conversion efficiency. This

parameter is determined in a fashion exactly similar to that described for G,1. 0 shown in

Figure 4.11. In Figure 6.3 we show the values of G, versus VDS for three different

values of IF frequency. The maximum value of 11.4 dB occurs at the point where the

oscillation has just begun. The circuit exhibited strange behavior in this region. with the
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Figure 6.2 E-plane transmit and receive patterns for the
single device transceiver circuit.
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conversion gain varying quite rapidly with IF frequency at particular frequencies. It is

believed that operation in this region is unstable, since the device is on the verge of

oscillation. It is expected that more consistent performance will be obtained at more

stable operating points.

The only readily available tuning mechanism for this circuit with this bias

arrangement is variation of the drain voltage, since both the gate and source terminals are

dc short circuited. This results in a narrower tuning range for the circuit, as shown in

Figure 6.4. In Figure 6.5 the ERP and GT versus VDS for the single device transceiver

is shown.

The dual device transceiver circuit is shown schematically in Figure 6.6. The

circuit is designed so that the FETs oscillate in the odd mode, as in the push-pull

oscillator circuit. In this case, however, a separate antenna is added to the gates of the

FETs for the purpose of receiving the incoming signal. As is the case for most dual

device FET mixers [39], a hybrid circuit is required: in this case, a center-tapped IF

transformer is used. Since the gate antenna appears at the virtual ground point in the

circuit, it is well isolated from the transmitting oscillation. The gate antenna is also a

rampart line structure, with the field polarized perpendicular to its axis. In this way, the

transmitted and received fields are polarized in the same direction, which is desired for

Doppler applications.

This transceiver is designed to operate in the following way: The FETs oscillate

in the push-pull mode and generate the transmitted signal as described in Chapter five.

The Doppler shifted signal returning from the target then is received by the gate antenna

and is applied to the gates of the FETs in the even mode. Since the FETs are oscillating

in the odd mode and the received signal is present in the even mode, the IF signal at
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fIF = freceived ± foscillator will be generated in the odd mode. The IF signal then passes

through the IF transformer in the odd mode, and the powers are combined in the

secondary circuit. The bias signal is supplied through the center tap on the primary,

which is on the axis of symmetry of the circuit. In this circuit, the FETs are biased with

the gates open-circuited. This means that the device is operating very near pinch-off,

which should insure a highly non-linear operation.

The dual device approach was tried for several reasons. First of all, with the

separate receive antenna, it is possible to insert an RF preamplifier into the circuit

between the antenna and the gate, and thereby improve the circuit performance greatly.

The main advantage of this addition is that the noise figure of the transceiver would then

be dominated by that of the preamplifier, which can be made very low using a FET or

HEMT. Secondly, in a single FET circuit, it is difficult to attach an antenna directly to

the gate of the FET. However, we expect that by stimulating the FET at the gate port,

we may be able to increase the conversion gain of the FET mixer, since the gate

capacitance is one of the major non-linearities in the FET.

The dual device circuit was fabricated on Rogers Duroid 5880 with a thickness

of 0.51 mm as before. However, this time the additional length of the circuit due to the

gate antenna required that the coupled rampart line antennas on the drain be held to only

five sections, so that the overall length of the circuit would be under about 20 cm, which

is the length below which circuits can be easily processed. Since the number of

elements of the coupled rampart line antenna was reduced, the stop-band width would

be increased for a given stop-band return loss. For the purpose of pattern measurement.

a TI-6T IF transformer was again used.
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Although the circuit was designed for operation at 10 GHz, the actual operation

frequency turned out to be at 9.17 GHz. This was believed to be due to the fact that the

shorter resonant element on the drain was less selective, thereby allowing the operation

at a lower freolency. It is also possible that this behavior is due to poorly matched

transistors.

The H-plane transmit and receive patterns are shown in Figure 6.7. It is

immediately obvious that the transmit and receive patterns are skewed, and therefore the

module is "cross-eyed". This is due to the module oscillating far from the design

frequency. This is a problem. since for radar applications, we desire that the receive and

transmit antennas point in the same direction.

The E-plane patterns are shown in Figure 6.8. In this plane also, we see that the

beams are not pointing in the same direction. Once again this is due to the operation at a

frequency off from the design point. Although these problems are not fundamental to

the circuit design, and can be overcome by a redesign, they point out the disadvantages

of a dual antenna system for transceiver modules.

In this circuit, the tuning was again accomplished by varying the drain voltage.
• R

Figure 6.9 shows the oscillation frequency and Giso versus VDS for the dual device

oscillator circuit. Once again we see that the receive gain is a maximum at the lowest

bias points, and decreases with increasing VDS. Also, for this circuit, we notice an

improvement in the tuning range to about 70 MHz. In Figure 6.10 the ERP and GT

versus VDS are shown. We note that the maximum ERP is the approximately equal for

the single and dual device circuits, and that the maximum GTSO is 3 dB higher for the

latter case. Of course, this is not an indication of power combining efficiency, since the

devices are not biased at similar operating points.
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A summary of the performance of both transceiver modules is given in Table 6.1

It is appropriate at this point to determine if this circuit is appropriate for Doppler

radar applications. We may divide these applications into two categories [36]: long

range Doppler where cod't > I; and short range Doppler, where (Od't , 1. Here. cod is the

Doppler shift frequency, od = 2vf0/c, where v is the velocity of the target, f0 is the

oscillator frequency, and c is the velocity of light, and t is the round trip transit time to

the target. In long-range Doppler systems, coherence of the transmitted signal and

power levels are of primary importance, the transceiver circuits described above are not

appropriate in their present form. However, these same circuits may be appropriate for

short-range applications such as motion detection and police radar.

We may estimate the range of the modules described above using the radar range

equation [40]. We derive this equation by determining the range where the received IF

power, PIF, is equal to the minimum detectable signal.

The IF signal due to the reflection from the target is given by

PIF = ERP a (Giso1)
4,cR 2 4R 2  41r

where R is the distance to the target and a is the radar cross-section of the target. The

term involving G R is the effective aperture of the receive antenna. To determine the

minimum detectable signal, we use the noise figure of the circuit, given by

Fo = S,/NiSo/No 62
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Maximum isotropic Maximum isotropic Maximum

transmit gain receive gain ERP

Value dc bias Value dc bias Value dc bias

Single

device 2.5 dB 4.4 V 8.8 dB 2.2 V 24.9 dBm 4.4 V

transceiver

Dual

device 5.5 dB 1.6 V 2.7 dB 1.05 V 24.5 dBm 3.0 V

transceiver

Table 6.1 Isotropic transmit and receive gain and ERP for transceiver circuits.
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where Si and Ni are the signal and noise levels at the input of the circuit, and So and No

are the corresponding quantities at the output (IF). Ni is given by

Ni = kTOBn

where k is Boltzmann's constant, 1.38 - 10-21 W/Hz, To is 290 K, and Bn is the

receiver bandwidth: kTo = - 174 dB/Hz. If we defime the minimum detectable signal as

being 3dB above the noise floor, then Smin = No with no input signal present. or

Smin = FoGkToBn (6.3)

where G is now the gain of the mixer alone. Since we do not have data for G and Fo at

our disposal, we must use reasonable estimates for these values. Huang, et. al. [38]

have measured 10 dB for Fo in similar FET self-oscillating mixer circuits; we will

somewhat arbitrarily use a value of 10 dB conversion loss for G. Equating (6.3) to

(6.1) gives:

R4 = ERP a X2 GRsO
(4ir)3FoGkToBn

For Doppler applications such as motion detection and velocimetry, Bn need not be more

than 5 kHz. If we substitute typical values taken from the above measured data for the

single device oscillator at VDS = 2.6 V, the resulting value for the range is about 20 m.

This is about the operating range for motion detection modules.
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The other primary concern is the FM noise of the oscillator. This problem is

discussed in [36]. The conclusion from their discussion is that the FM noise limits the

range of self-oscillating mixers to distances of c/f, where f is a frequency from the

carrier above which the FM noise becomes negligible. In the case of our short range

application, this f should be of the order of 10 MHz. Although precise noise skirt

measurements are difficult to perform using the spectrum analyzer, observation of the

oscillator spectrum indicates that this requirement is not a problem.

To test the performance of the modules as Doppler motion detection devices, the

RF transformer was replaced with an audio transformer, and its output was connected to

the input of an oscilloscope. No IF filtering was used. With this arrangement, the

motion of objects in front of the circuits could be measured. The most sensitive circuit

was that using the single device. With this setup, the motion of a man walking slowly

approximately 4 m in front of the circuit could be measured. Frequencies as low as 3

Hz were observed on the oscilloscope, and IF voltages as high as I V peak to peak were

measured. The dual device transceiver did not perform as well, most likely due to the

problems of the antennas looking in different directions.

It is difficult to obtain quantitative data on Doppler modules without elaborate

test setups. However, the above results indicate that the transceiver modules are

appropriate for motion detection systems. With additional IF filtering and frequency

counting circuitry they should be applicable to velocimetry.



CHAPTER 7: CONCLUSIONS

In this dissertation we have presented the design and test of two types of planar

oscillator modules for the generation of microwave power. We have also presented the

resulting transceiver modules which can be constructed from these circuits with the

addition of receiving elements. The circuits are very simple and inexpensive, can be

fabricated quickly and require little alignment.

The prototype circuits were constructed at x-band to minimize test and

fabrication time, however, the same approach may be applied at shorter wavelengths.

FET oscillators are capable of operation into the millimeter-wave range, and antennas of

the same construction as those described here have been reported in operation at

frequencies up to 70 GHz [261. It is reasonable to expect that these circuits may be

employed as a components in quasi-optical power combining schemes [2]. This is the

expected use for the push-push oscillator. It has also been mentioned recently that

surface-emitting oscillators such as those described here have applications in ECM [ 101.

The transceiver circuits are ideally suited for short-range Doppler motion

detection applications. Compared to conventional Doppler modules, which consist

usually of Gunn diodes and waveguide hardware, they are smaller, lighter, consume

less power, and are likely to be less expensive to manufacture.. The microstrip

construction also permits a degree of conformability in the mounting. With little

modification these transceivers could be applied to such non-critical motion detection

applications as door-openers, etc. With some additional IF filtering they tnay have

applications in velocimetry.
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